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Abstract 

The definition and objectives of robustness testing are given and the essential features of the methodology which 
can be applied using a multivariate approach in liquid chromatography and capillary electrophoresis are described. 
Guidelines are given for the different steps which are involved in using screening and response surface designs. It is 
shown that screening designs may be sufficient to set the method limits but that response surface designs are of major 
interest in method transfer because they give a comprehensive picture of the behaviour and limitations of the method. 

Keywords: Capillary electrophoresis; Liquid chromatography; Response surface designs; Robustness testing; Screening 
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1. Introduction 

Following the last International Conference on 
Harmonisation of Technical Requirements for 
Registration of Pharmaceuticals for Human Use 
(ICH), a tripartite guideline on the validation of 
analytical procedures was published for registra- 
tion applications within the European Commu- 
nity, Japan and the United States [1]. The most 
important criteria listed for validating different 
types of analytical procedures do not differ funda- 
mentally from those given in the USP XXIII [2] 
and European Explicative Note [3] but a new 

n Presented at the Fifth International Symposium on Drug 
Analysis, September 1995, Leuven, Belgium. 

terminology is proposed concerning precision, re- 
producibility and robustness. It should be noted 
that the latter is not listed as a typical validation 
criterion, although it is defined in the attached 
glossary, because it should be " . . .  considered at 
an appropriate stage in the development of the 
analytical procedure" [1]. 

This paper is intended to provide the analyst, 
via selected experimental designs with practical 
guidelines in the methodology for robustness test- 
ing in liquid chromatography (LC) and capillary 
electrophoresis (CE), which are both characterised 
by a large number of factors likely to affect the 
separation and quantitative results. These guideli- 
nes are based on laboratory experience of the 
author on robustness testing in high performance 
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liquid chromatography (HPLC; [4,5]), thin-layer 
chromatography (TLC; [6]) and a series of papers 
relating to HPLC [7-15] and CE [16,17]. For 
comprehensive information on experimental de- 
signs, the reader should refer to the specialised 
literature (see e.g. Refs. [18-25]). 

The definition and objectives of robustness test- 
ing are given and the essential features of the 
methodology which can be applied in LC and CE 
are described. 

pected from the method because it evaluates its 
capacity to withstand changes being encountered 
in different laboratories. It allows limits to be set 
for all method parameters and, where they are 
very narrow, to underline in the protocol the 
limits permitted. Therefore, it provides useful in- 
formation for method transfer. 

4. Methodology 

2. What is robustness? 

As defined by the ICH, the robustness of an 
analytical procedure refers to its capability to 
remain unaffected by small but deliberate varia- 
tions in the method parameters [1]. It is distinct 
from the precision, which covers the terms re- 
peatability, intermediate precision and reproduci- 
bility. Repeatability (or intra-assay precision) 
expresses the precision under the same operating 
conditions over a short interval of time, interme- 
diate precision refers to within-laboratory varia- 
tions (different days, analysts, equipment . . . .  ), 
while reproducibility refers to between-laboratory 
variations. These definitions are very close to 
those presently discussed by the International Or- 
ganization for Standardization [26]. It should be 
noted that the terminology ruggedness in the USP 
XXIII [2] corresponds to intermediate precision, 
reproducibility and robustness as a whole. At 
least, the ruggedness testing in chemometrics and 
statistics [19] refers to the ICH definition of ro- 
bustness testing. 

3. Why robustness testing? 

Robustness testing identifies the factors in the 
method which have a significant effect on its 
results and anticipates the problems which may 
arise during its application on different instru- 
ments, using different reagents, batches of thin 
layer chromatographic plates, chromatographic 
columns or capillaries, and in different environ- 
ments. It gives an indication of the intermediate 
precision and reproducibility which can be ex- 

A multivariate approach in which simultaneous 
changes are made in the method factors using a 
matrix of experiments is recommended. However, 
since robustness is generally investigated when the 
method has already been optimised and is aimed 
at specifying factor limitations, the experimental 
approach used is different from that of optimisao 
tion. The levels of variation selected for the criti- 
cal factors are small, which allows screening 
purpose fractional factorial designs to be used, 
assuming high-order, third-order and even sec- 
ond-order interactions are negligible. The most 
important factors having been identified, they can 
be tested with a more informative design such as 
a Box-Behnken design or a central composite 
design which will give a complete description of 
the system in the method region including factor 
interactions and squared terms. The response sur- 
face allows the method factor limitsto be set. 

For both categories of designs (screening de- 
signs and response surface designs), the robust- 
ness test involves five steps: 
--selection of the critical factors, 
--selection of the factor levels and level number, 
--selection of an experimental design, 
--realisation of experiments, 
--statistical analysis of the responses and inter- 

pretation. 
These steps will be considered successively for 

the two classes of designs mentioned above. 

4.1. Screening designs 

The goal here is essentially to identify critical 
factors in the analytical procedure. 
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4. I. 1. Selection of  the critical factors 
Critical factors are quantitative or qualitative 

factors which are believed to affect the results. 
Some 50 have been listed as being liable to influ- 
ence HPLC methods with LIV detection [10]. Fur- 
ther factors can be listed if the method includes 
pre- or post-column derivatisation [5]. These fac- 
tors are related to the sample preparation step 
(sample weight, internal standard concentration, 
sonication time, volume of extraction solvent, age 
of the solutions, etc.), separation and detection. 
Typical factors are for example the flow rate and 
mobile phase composition (buffer pH and concen- 
tration, smallest component in solvent mix, addi- 
tive concentration, etc.) in HPLC, the pH, nature 
of electrolyte or electrolyte concentration, the ap- 
plied voltage and separation temperature in CE, 
the tank saturation and development temperature 
in TLC. Injected or applied volumes (HPLC, 
TLC), injection times (CE), batch or age of 
column (HPLC), plate (TLC) or capillary (CE), 
and detection wavelength are also liable to affect 
the responses. However, since the changes in the 
level values are small only a limited number of 
factors are expected to affect the results. The 
number of factors selected will depend also on the 
intended application: internal use, use on different 
sites, collaborative studies, official methods, in the 
order listed, require an increasing number of fac- 
tors to be tested. The number of factors tested is 
often limited to eight for practical reasons and 
mainly because of time considerations. HPLC and 
CE experiments are carried out sequentially (not 
at the same time) and it is important to perform 
the experiments over a limited period of time to 
have reliable results. The time needed for a ro- 
bustness experiment can be a serious limitation: in 
HPLC it comprises not only the run time but also 
the time needed for system equilibration after a 
change in temperature or solvent composition. 
Serious limitations may also arise in HPLC for 
impurity testing around the limit of quantitation 
which are often due to the problem of column 
overloading in the presence of a high concentra- 
tion of the main compound and the need for 
replicated injections at low concentration levels of  
degradation compounds. Modern PC-controlled 
HPLC hardware is now available to facilitate 

automated programming. Robustness testing of 
TLC has the advantage that several plates can be 
developed at the same time. However, ruggedness 
testing for an impurity determination at the limit 
of quantitation is difficult [6] due to the limited 
number of Ioadings which can be applied on the 
same plate and the lack of automation. Factors 
which may be assumed to be less critical (such 
as on-plate stability or plate-to-plate variations 
within the same batch) may be tested at early 
stages of validation and eliminated in the experi- 
mental design to reduce the number of experi- 
ments. Robustness testing in CE [16,17] is easier 
to perform in comparison with HPLC and TLC 
as changes in the electrolyte composition or tem- 
perature separation do not require a long equili- 
bration time and complete automation is possible 
with commercial instruments. 

4.1.2. Factor levels 
The variations in the factor levels should reflect 

those which could be encountered in different 
laboratories due to the use of different instru- 
ments, stationary phases, environmental condi- 
tions, analysts etc. The number of levels tested for 
each factor is preferably three (low, high and 
nominal levels). It should be borne in mind that 
two-level factorial design implies a linear relation- 
ship between the factor and the response, which is 
not always verified; because the method has al- 
ready been optimised, the nominal level for one or 
several factors may be close to the optimum, 
yielding a non-linear response between the two 
extreme levels tested apart from this value. The 
main effect of wavelength will not be disclosed by 
comparing the two extreme levels if the two wave- 
lengths are situated on each side of the maximum 
absorbance wave length. The comparison of the 
responses at low and high levels [13] without 
running experiments at the nominal level (center 
point) should not be the rule. 

4.1.3. Choice of  a screening design 
Full factorial designs are not employed for 

screening purposes due to the large number of 
experiments involved. In full factorial designs, the 
number of experiments (N = I n) corresponds to all 
possible combinations of selected factors (n) and 
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levels (l), which means that for eight factors 
tested at two levels, 256 experiments are re- 
quired. Fractional factorial designs which use a 
fraction of the full factorial design and consider 
that high-order, second-order or third-order in- 
teraction effects are negligible are highly eco- 
nomical for screening. The selection of an 
appropriate fractionation is based on several 
considerations, namely the number of critical 
factors (often six to eight) and levels (two or 
three), and the number of experiments which 
can be carried out in a reasonable period of 
time. This is highly dependent on the degree of 
automation. It should be noted that if the ex- 
periments cannot be carried out in one run, it is 
possible to block the design but some effects are 
confounded and information is lost. 

Highly-fractionated designs such as saturated 
fractional designs which represent the highest 
degree of fractionation possible are useful for  
screening a high number of factors. Plackett and 
Burman designs [24] are a category of saturated 
designs which have been proposed for the ro- 
bustness testing of official methods [27] and 
have often been used in LC [4,5,7-12,14]. In 
these designs the number of experiments re- 
quired is equal to the number of factors n + l  
and is a multiple of four for a factorial design 
with two levels. Plackett and Burman designs 
with seven and 11 factors are useful for LC and 
CE. The effect of the factors has been investi- 
gated generally at three levels using a reflected 
saturated design which requires 15 experiments 
for seven factors, the experiment at the nominal 
level being common for the high and low levels; 
the effect at both levels is evaluated by reference 
to the nominal level. These designs estimate in- 
dependently the main effect of each factor but 
have the drawback of presenting a severe con- 
founding pattern [9,24]. For example, for seven 
factors tested at two levels, each main effect is 
confounded (aliased) with three two-factor inter- 
actions. Therefore, a main effect will be real 
only if the interactions are insignificant. As fac- 
tors which have a large effect are more likely to 
produce interactions with other factors, the con- 
founding pattern has to be carefully examined 
before planning the experiments whilst attribut- 

ing a place to a factor. For a number of factors 
lower than seven, or for eight to ten factors, 
Plackett and Burman designs do not exist and 
one or several dummy variables (imaginary fac- 
tors) are used as factors to complete the existing 
designs. For example, eight factors at two levels 
can be tested with a 11 factor factorial design 
with three dummy variables. These dummy vari- 
ables do not represent a real change and can be 
used in statistics to evaluate the repeatability of 
the procedure [8,9,14]. However, if one considers 
a Plackett and Burman design which is a power 
of two, it is recommended to choose an equiva- 
lent saturated design from the two-level factorial 
menu as this gives the best possible alias struc- 
ture for the combination of factors and experi- 
ments selected. 

If two- or higher-factor interactions are sus- 
pected, fractional designs other than saturated 
designs should be used in order to separate 
main effects from interactions, which require a 
higher number of experiments. The degree of 
fractionation selected depends on the number of 
experiments allowed. For the screening of eight 
factors at two levels in CE [16,17], fractional 
designs 1/8 and 1/16 of full factorial designs 
with the addition of four center points have 
been used which require 36 and 20 experiments 
respectively. Inclusion and replication of a cen- 
ter point in random order throughout the set of 
experiments is used to evaluate the repeatability 
of the procedure and test the curvature. If the 
design is blocked, each block should comprise 
one or several center points. Such designs are 
less ambiguous than the saturated designs for 
the evaluation of main effects because of their 
higher resolution. 

4.1.4. Realisation of experiments 
Solutions: for the evaluation of the critical 

chromatographic or electrophoretic parameters, 
a mixed standard solution is prepared. For an 
assay, standard and test solutions are prepared 
and injected in the sequence indicated in the 
procedure. 

Injections: replicate injections should be pref- 
erred, except if the time is restricted, to estimate 
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the repeatability; experimental designs are not 
often replicated. 

Order of experiments: it has been stated that 
randomisation is not necessary when one is pri- 
marily concerned with using screening designs 
with one observation per run [24]; however, it is 
the opinion of the author that the different exper- 
iments should preferably be carried out in a ran- 
dom order (selected from a table of random order 
or generated by software) to take into account 
uncontrolled factors likely to introduce a bias into 
the responses. Randomisation is essential if a 
center point is used. 

Responses: quantitative responses (peak areas, 
peak heights) but also qualitative chromatogra- 
phic or electrophoretic parameters (plate count, 
symmetry factor, resolution, retention or migra- 
tion times) are typically measured during the tests. 

4.1.5. Statistical analysis of  the responses 
The result of experiments are submitted to a 

statistical analysis. Calculations can easily be 
done manually or with appropriate software if an 
ANOVA test is carried out. 

(i) The effect of each factor on the response can 
be manually calculated by the difference D be- 
tween the mean values of the responses obtained 
at both levels. In the Youden and Steiner ap- 
proach [27], the significance of this difference is 
evaluated by a Student test using the standard 
deviation (SD) calculated from the results of ex- 
periments. A better and more severe approach 
uses the SD calculated from replicate determina- 
tions at the nominal level performed during 
method validation [5,6,19] or preferably through- 
out the test. In the method of Box et al., [18] 
exploited by Mulholland and co-worker [8,9] on a 
reflected Plackett and Burman design, the main 
effect (ME) for each factor is calculated by the 
difference between the mean response at the nom- 
inal and extreme values normalised to the re- 
sponse obtained in the experiment at the nominal 
value and expressed as a percentage. The value of 
the ME for each factor can be compared to that 
obtained for the dummy variable which reflects 
the variability of the procedure [8,9,12,14]. 

(ii) It is also possible using classical statistical 
software to estimate each effect by a multiple 

regression fitting of a mathematical function: 
Y = bo + b~A + b2B + b3C + ..., for a model with- 
out interaction, Y= bo + btA + b2B + b3C + "',  + 
bl2AB + bl3AC + "", for a model with 
interactions, where Y is the experimental response 
obtained with the factors A, B, C, . . .  at level + ,  
the regression coefficients bj, b2 are the main 
effects of factors A, B, and the regression co- 
efficients b~2, b13 are two-factor interaction effects. 

For example, the different steps in the analysis 
of a factorial design at two levels (high and low) 
with a replicated center point are as follows: (i) 
selection of a mathematical model; (ii) fitting of 
the results with the selected model (using the 
replicated center point to calculate the pure er- 
ror); (iii) evaluation of the curvature (using the 
data of the center point) to check the goodness- 
of-fit of the planar two-level factorial model (cur- 
vature of the surface may indicate that the design 
is in the region of an optimum); (iii) calculation of 
the significance of each factor using a Student test 
(t value = regression coefficient/pure error). 

The statistical results can be supplemented by 
graphic plots of the main effects and dummy 
variable effect [9], normal probability plots which 
visualize the critical factors [23], interaction plots 
and Pareto plots which give rapid visual informa- 
tion on the size of the effects [16,17]. 

4.1.6. Conclusion from screening experiments 
The identification of critical factors in screening 

experiments will point out the necessity of their 
control in order to avoid a drift in the application 
life of the method. However, factors can influence 
the chromatographic or electrophoretic parame- 
ters, or the assay results, but the responses can 
still be within the acceptance criteria. If the re- 
sponses obtained for each experiment comply 
with the method requirements, a screening design 
can be sufficient to set the method limits, allowing 
adequate system suitability tests and assay, at the 
extreme levels used in the robustness test. How- 
ever, if some factors are shown to have large 
effects on the responses and if the results are 
outside the limits specified, further experiments 
may be carried out using response surface designs 
[16,17] to explore the response as a function of 
one or several factors around the method values. 
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4.2. Response surface designs 

The goal here is to  determine the speci- 
fication limits and predict  the variation o f  the 
response (resolution, asymmetry,  retention or  
migrat ion time, etc.) inside or  slightly out-  

side the area investigated in screening experi- 
ments. 

4.2.1. Selection of the critical factors 
The factors  to be tested are those which are 

already known or  have been found to produce 
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Fig. !. Response surfaces obtained for resolution between sodium and potassium in a CE method: (a) resolution as a function of 
voltage and formic acid concentration (from Ref. [17]); (b) resolution as a function of injection time and formic acid concentration 
(from Ref. [28]). 
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large effects in screening experiments and gener- 
ally amount to between two and four. 

4.2.2. Factor levels 
A minimum of three levels for each factor is 

needed to describe a response surface, but five 
levels are preferred for a more accurate surface 
response. 

4.2.3. Choice of  a design for response surface 
Response surfaces can be obtained only with 

designs in which the two- or three-factor interac- 
tions are taken into account. Composite designs 
are very efficient for a limited number of factors 
(<5-6 )  and are therefore well suited for specify- 
ing factor tolerances [19,20,23]. They have been 
used in conjunction with fractional factorial de- 
signs as screening designs to set suitability criteria 
in CE [16,17]. Central composite designs consist 
of the juxtaposition of a star design with 2n axial 
points and a factorial design with 2 ~ factor com- 
binations (or a fractional factorial design), aug- 
mented by one center point minimum; the centers 
of the two designs coincide. The replication of the 
centroid is particularly important as its response 
may dramatically affect the shape and orientation 
of the response surface. The number of replicates 
depends on the size of the design and the require- 
ments of the property searched (orthogonality, 
rotatability, etc.). Experimental central composite 
matrices which have been used in CE can be 
found in Refs. [16,17]. Other designs are proposed 
by the software for evaluating response surfaces. 

4.2.4. Realisation of  experiments 
The guidelines indicated for screening designs 

are applicable. Randomisation is essential for all 
the experiments. 

4.2.5. Statistical analysis of  the responses 
The matrices are computed. An ANOVA test is 

used to test the fit of the data to a selected model. 
A quadratic model which also evaluates two-fac- 
tor interaction effects is generally adequate in 
most cases in CE and HPLC [28]. The response 
surface plot allows visualization of the variations 
of the response as a function of the level of the 

factors. Examples of response surface plots with- 
out and with interaction for the resolution be- 
tween potassium and sodium as a function of 
voltage (or injection time) and formic acid con- 
centration in a CE method are shown in Fig. 1 
[17,28]. The resolution increased with acid formic 
concentration but voltage had no effect (Fig. la). 
There was no curvature in the response surface 
because there was no significant interaction be- 
tween the two factors on the resolution and no 
squared terms (first-order model without interac- 
tion). An increase in the injection time resulted in 
a decrease of the resolution (Fig. lb). The regular 
curvature in the response surface indicated a sec- 
ond-order model without interaction. 

Appropriate software indicates the region in 
which the response will meet the method require- 
ments and if several responses are to be satisfied, 
e.g. resolution between several pairs of com- 
pounds, the response contours can be overlaid so 
that the best compromise can be chosen. 

5. Conclusion 

This paper has attempted to cover the main 
aspects of robustness testing in LC and CE and to 
outline the information it provides from some 
experimental designs which have been used. It has 
been shown that screening designs may be suffi- 
cient to set the method limits, which is an essen- 
tial prerequisite to ensure the reliability of its 
results in routine use. Calculations can be per- 
formed manually or with classical statistical soft- 
ware packages. Design softwares (e.g. Design 
Ease, Nemrod, etc.) are also valuable tools in the 
choice of fractional factorial designs. Response 
surface methodology requires special computer 
packages (e.g. SAS, RS discover, Design Expert, 
Nemrod, etc.) for the design selection, determin- 
ation of the region corresponding to the best 
compromise for the responses and response pre- 
diction. Response surfaces are of major interest in 
method transfer because they give a comprehen- 
sive picture of the behavior and limitations of the 
method. The information provided by robustness 
testing shows that it is an integral part of method 
validation. It is recommended to include the re- 
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suits of robustness testing in the registration 
dossier. 
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